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Generated
Content

-

ICombating Al Generated Videos: From Detection to Attribution

Q

Al —+—+ | Detection Fake —:—»

GENERATED

* Partl: Manipulated Video Detection * Part3: Attributing Al-generated Video
* Part2: Generated Video Detection the Source Model
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Detection Part ll: Al-Generated Misinformation

[Manipulated video detection ]

Generated video detection
Attributing Al-generated Content to the Source Model

Q+A/Discussion
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Manipulated Video Detection
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® Deepfakes are one of the most prominent and concerning forms of video manipulation.

We have now reached the
tipping point of generative AI!

Gender Change Mouth Editing ..

2 ~ )

- y ; e la
§3.1.1Face Swapping §3.1.2Face Reenactment §3.1.3Talking Face Generation §3.1.4Facial Attribute Editing
A Identity Preservation Head Pose / Movement @ Temporal Continuity @ Multiple Attribute Editing

Fig. 2: Top: Illustration of different deepfake generation (Sec. 3.1) and detection tasks (Sec. 3.2) that are discussed in
this survey. Bottom: Specific facial attribute modification of each task. Data from NVIDIA Keynote at COMPUTEX
2023 at 29:40.

Deepfake Generation and Detection: A Benchmark and Survey 98
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Space Domain pace X-ray (CVPR’20), Gram-Net(CVPR’20),

Methods NoiseDF(AAAI’'23), etc.
Manipulated Time Domain Yang et aI..(ICASSP’19 )
. . Methods LipForensics(CVPR’21),
Video Detection Choi et al.(CVPR'24 ), etc.

Frequency

— _ 4 _ ’
S sl F3-Net (ECCV’20), HFI-Net (TIFS’22 ), etc.
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I Space Domain Inconsistency
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Boundary Artifacts Texture Inconsistencies Noise Inconsistencies
(Face X-ray) (Gram-Net) (NoiseDF)

nnnnnnnnnnnnnnnnnnnn

ﬂﬂ EII lﬂl
IIH Hﬂ IHH |

Figure 5. Gram-Net architecture. We extract global image texture feature with 6 Gram Blocks in different semantic levels from ResNet. @
concatenation.
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Time Domain Inconsistency

Dublin, Ireland 27-31.10.2025

Inconsistency of mouth movements Inconsistency of the style latent vectors
(LipForensics) (Choi et al.)

/ Style GRU Style Attention Module Temporal Transformer
freeze finetune Encoder
class ]
N = )
3 E e
<] 2 = .I I
= o o} £
ResNet-18 3 %’ 3 _. Transformer
= Ed — g Encoder
H E [ | 3
2 B (G ]
3x1x 224 x 224 —t £ | real/
video clip with aligned grayscale feature extractor  512-D embeddings  temporal network 3D ResNet 50 | =} @_, fake |
landmarks mouth crops. pretrained on lipreading ~ (one per frame) pretrained on lipreading . . - | Qi
J-0-0- 0O e
encoding
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Frequency Domain Artifacts
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F3-Net FregNet

______________________ N
real |
-~ Conv Residual |_ Conv Residual = — of |
| block block fake? |
mrm "B |
CNN ’ | 1mage freq-level artifact CNN classifier )

4 || o] S T T T S, T D S . S S S T .

g (a) Conventional frequency-based methods

MixBlock 7 e -~
g |
S I 3 - phase spectrum _ I
l g E v?, 2= Conv Bl §|or |

] = | 21282 3 :;Fc’lllr‘\:lr?]e J12 fake?
| e, ittt componeas %Siﬁiw_ﬂh_ffe&'efy_‘eaﬂ@ )

(b) FreqNet: Frequency space learning Network
A frequency perception framework with two-branches:
Frequency-aware Image Decomposition (FAD) and Local Frequency Statistics (LFS) Em phaSiS on high-freq uency details
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Detection Part ll: Al-Generated Misinformation

Manipulated video detection

[Generated video detection ]

Attributing Al-generated Content to the Source Model

Q+A/Discussion
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I From Manipulated to Generated Video Detection it
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Manipulated Video Detection Generated Video Detection

(Generated by Veo3)

Face-centric content More diverse, real-world videos
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Forensics-Signals - AlGDet (Arxiv’'24), DeCoF
-Based (Arxiv'24), etc.

Generated Video
Detection

Fake Shield (ICLR’25),
MLLM-Based =—> SafeWatch (Arxiv’25),
VidGuard-R1 (Arxiv’'25), etc.
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I AIGDet: Detect by Spatio-Temporal Anomaly
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e The optical flow maps of generated videos exhibit less smoothness and blurry contours
compared to real video

Detection Results

Real [20]

Optical flow maps
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I DeCoF: Detect by Frame Consistency
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® Detecting generated videos by capturing mismatch between frames

Real Vid Video Frame Consistency
e T1eeo Verification Module

(BEE-M
EEEEA 8 R amcss l l l l l Fake

|

—= | [ Transformer } |_>
Block |
: |

Generated Video CLIP:ViT

— — I

Fake features \ [ MLP Head

— — — — —

Mismatch between frames ﬂ .
ot difference between frame D Feature Embedding

consistency of real and fake video I:I Position Embedding

* Extra learnable [class] embedding
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I Fake Shield: Explainable Detection via MLLMs

e Utilizing MLLMs enables detailed explanations and conversational interactions for a
deeper analysis

) True/false detection

|
|
| Can . . () Tampered area location
. you identify o )
Detector — Confidence I manipulated areas ©) Principle explanation
| in the photograph? ) Multimodal interaction
| Tampered area mask
2 I Input image Instruction
: Locator 1 ) The perspective and scale
Input image | The picture has relationship between the
| been tampered with, penguin and the room appears
Tampered area mask @)} . especially in the unnatural, with the penguin
| @\ FakeShield —L—+ center of the image. F* being front-lit while the room
I FakeShield there is a penguin is illuminated by diffuse light.
© True/false detection (X) Principle explanation I standing on the These discrepancies suggest
. : P ; tatami floor potential tampering with the
@ Tampered area location ® Multimodal interaction I image.
| Detect result Principle explanation
(a) Conventional IFDL Framework (b) Our Explainable IFDL Framework: FakeShield
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I Fake Shield: Explainable Detection via MLLMs

* Domain Tag Generator is trained to spot different types of fake images.
* Tamper Comprehension Module is adopted to align visual-language features, thus pinpointing
tampered areas

0 “The picture has been tampered wn‘rh
det especially in the center of the image.....

A Full Parameter Training a LoRA Finetune Frozen Hinininininininln D

Large Language Model o
LDDDDDDDDDDDDDDDDDDDI l
“Can you identify manipulated "This is a suspected [IMG,], [IMG,], ..., [IMG,]
in the phot h?" {PS/DeepFake/AIGC})
T, /"o " e photearep Ty Tampeeizdapiitura"' img & Tamper i
Comprehension Module
A FC Layer Fo 1
Domain Tag i b
& Generator Image e
Gu Encoder M,,.
Bene
q)
I Senc Sdec

Segment Anything Model
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Apply supervised fine-tuning (SFT) and direct preference optimization (DPO) to train a
video guardrail model with transparent reasoning.

(a) Dataset Curation

% Safety Policy Refined Proposal and Feedback SafeWatch-Bench

!

! 3 g
— 0 o‘\ -
:‘og}o LLM _’%_’ . @ Dlvergent [>
©

Multl -agent Judge LLM
Guardrail Proposal Discussion
p = Con5|stent Human
g : ! Verification
- N Next frame | Summary of previous frames !
Generation Model @  'T==m - e mm e m e m s e e r e s e e = = =
Stage 1 PEPE Stage 2 prpg @ rar B Stage 3 Ve Description

Too long — Concise
QA ‘ 4
/' Failure/ g, | Video-cent: q p: i
2({-}0 — Captioning °Qo —> Guardrail Cases eneral = E‘;f,ﬁ'; e — Guardrail
\ v Clear Decision S f t
Guardrail High FPR—> r Do % arety D0 \
Multi-task Guardrail Training  Adaptive-Pruning Training Preference Post-Tuning Poli icy SafeWatch EXplanatlon

(b) Model Training (c) Model Inference
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I SafeWatch: Improving Safety-Policy Following

e Decoding pipeline of SafeWatch

Input video Safety Policy Guidelines

IIIII-IlllllllIIIIIIIIIIIllI_IIIIIIIIIIIll;l}lI C‘]Sexual C2Vi0|ent C6Extreme
Core value: ... | Core value: ... Core value: ...

IIIIill;lllllIIIIvII'IIIlllIII‘I‘IIIII‘III?IIIIII [Blocked]:... [Blocked]:... ' «ee| [Blocked]:...
. S [Allowed]: ... [Allowed]: ... [Allowed]: ...

Safety-aware Event Segmentation ‘a' Example: ... Example: ... Example: ...

¥ } 4 1 1 1
. . [ ) . . . N
Visual Encoder + MLP Projector <> Parallel Equivalent Policy Encoding ‘A’

Video l Policy-Video
Embeddings <  Relevance Score - _
_ Zoev O Ky
//\ <= = =77 Zrep Zvev On; - K, o, [,
* === C‘ Policy
Policy-aware Embeddings
Top-ky| Top-k,| Adaptive Pruning Co

Cross Attentlon

-—— - ——————— ————— - - - R R —

Activated Video Token Policy Token Query Token <L
Output: @ Video description: This video shows ® Guardrail output: C1(Sexual): True_ ® Explanation: This video is flagged under
p a girl being sexually tortured by a per... -'C2(V|olence) True; C6(Extreme): True N Cl, €, C6, for the following three reasons .
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| VIDGUARD-R1

e Applies online reinforcement learning for more generalized fake detection

Prompt: Determine whether the video is
real or generated by an AI model.

.. The first thing is the motion consistency .. a

padlock would not move in such a smooth
manner without any external force applied

suggesting physics violation. .. lighting appears

i consistent, but there's a sllght unnatural |—ﬁ ’—@—‘
Multi-Modal Large Language Model T BneT) (i Eriy (et e o 8 Fake Thought ps,,ed’ Real TRought
result of the AI generation. .. Texture artifacts | N [ Answer: Fake | - Thought! | Answer: Real |
are also noticeable. The padlock and the L - .
Physical violations surface it's attached to have a very smooth V'dGu?';d'R1'(:_?T'30k s VldGuﬁrd-R;I-RL-lOOk
Content—motion consistency and uniform texture that doesn't look (Real: 15k, Fake: 15K) {Real: 50K, Fake: 50K)
. natural. .. Hnm, I see. The combination of [ ‘Resnmuﬂms ‘FakeTmuEms‘ Reward
Lighting consistency Texture artifact hain-of-Thought these factors makes it clear that this video |
B is likely AI-generated. { Vanilla ] [ VidGuardR1 ) [ VidGuard-R1 o
MLLM Con) (CoT) Reward
[==
<Stage 1: SFT Cold Start> <Stage 2: RL Fine-tuning> fu
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Detection Part Il: Al-Generated Misinformation
Manipulated video detection

Generated video detection

[Attributing Al-generated Content to the Source Model ]

Q+A/Discussion
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* Identify the source model of generated contents

L1
JAlE Model

TTT Attribution
GENERATED

’@ Which model?
¢/

Copyright Protection

* Application
Concept Supervision

API1 API2

{ 8 @ unh—is

Unsafe ¢ i
2‘} 8

<o B.ow

Original Model lllegal Copy

B

is
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I Two Technique Routes for Model Attribution nm
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Watermarking-Based Model-Fingerprint-Based
(Artificial Fingerprint) (Intrinsic Fingerprint)
/ v- =) Watermark N
, s Al Extraction [P
= ‘ ‘ Fingerprint 22
4 ﬁ -_ Extraction "“f@\\
Watermark
Embedding -

@3 Need modify model in advance &) No need to modify model

The focus of this part
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IExisting works: Closed-Set Classification on Limited Model Data

DallE 1

. Closed-Set
Train Classification DallE 2
DallE 3

Closed-S
Test § = a 4’{ CIa:ssltfelcat?;n ]

Dalle-4

DallE 2 x

DallE 3

Not scalable to newly emerged models
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I How to Build a Scalable Model Attribution System? EYIRR
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Framework Data
Existing Limited
Worksi(1,2,3] Closet-Set (100+models)
Large Scale
Recent Work Open-Set (5k+ models)

[11Yu N, Davis L S, Fritz M. Attributing fake images to gans: Learning and analyzing gan fingerprints. ICCV 2019
[2] Frank J, Eisenhofer T, Schonherr L, et al. Leveraging frequency analysis for deep fake image recognition. ICML 2020
[3] Marra F, Gragnaniello D, Verdoliva L, et al. Do gans leave artificial fingerprints? 17
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I Closed-Set -> Open-Set Framework

Closed-Set Framework Open-Set Framework
Compare $ Model ID

Fingerprin ) Distance
t Extractor [I [l [I l ]

M1 :|v|2' 4 Fingerprint Database

Cliomse s Model ID
Classification

Model Samples

Can dynamically extend to unseen

Can only attribute seen models : ) o
models not involved in training
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I Collect Model Data -> Synthesize Model Data nim

Dublin, Ireland 27-31.10.2025

Model Collection
(100+ in existing dataset)

-
7T ®
4 \
% ADM H  Styleformer ‘
DDPM TransGAN
LDM *  GANsformer \ 1
PDNM StyleSwin \ ,,
% SD1.5 Glide ~
sb2.1 Dalle-mini ==
*  SDXL % Dalle2
Midjourney Dalle3
-—
' 7 ~\
t 1'. \
£ \
ﬁ 4‘-'---' 1
\\. /]
4
a
& "o Seme”
A ProGAN_CelebA A AttGAN_CelebA
MMDGAN_CelebA ProGAN_CelebAHQ . .
SNGAN_CelebA A StyleGAN_CelebAHQ
Can only cover limit model
A StyleGAN3_r FFHQ DisentangledBetaVAE

StyleGAN3_t FFHQ InfoVAE

3 e 4 e fingerprint space

Our Method: Model Synthesis

(Unlimited in principle)

. Real-world models
Synthetic models

Fingerprint

Shace
T

Cover more complete
fingerprint space
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IWhich Factors Influence Model Fingerprint? L
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Observation 1: ;
The type of basic network o | _ - --" - %

0 GBfock ) k
components influences the spectral —wm
patterns of generated images. | Gsiock

Observation 2: M Diverse basic component

option is necessary
The last two generative blocks are

more influential B Few blocks is sufficient
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I Synthetic Model Construction

é Real
~ * L (number of convolution layers): 1, 2
Down-Block XK
= * S (the order of activation and normalization relative to the
L v | Up-Block g convolution layer): before/after the convolution
MSE _Upsample —U
s > ;— * U (upsampling layer): devonvolution,bilinear, nearest
| Conv | XK | 2
S T XL = * Af(activation function): None, RelLU, Tanh, Sigmoid
N,A¥'| Norm, Act | Y
l ) * N (normalization layer): None, BatchNorm, InstanceNorm
_ * K (number of blocks) : 1, 2
© F d
ingerprinte .
HmeerpH A total of 5,760 synthetic models

Synthesizing one model only takes 1.5 minutes
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SNGAN Synthetic Model StarGAN Synthetic Model StableDifusion1. Synthetic Model StableDifusion2. Synthetic Model
AttGAN Synthetic Model ProGAN Synthetic Model Midjourney  Synthetic Model DallE-3 Synthetic Model
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Data synthesis

G
N

Synthesized
Models

e

Y
—_—_

Real Image
Dataset

SN—

Sample @
—_—
£ a
Generate [—» é Denoising >
\
b

Random  Models

Real Images
Random

Sample

A

A
ene

Fingerprinted
Images

_

Fingerprint Extraction

Training

Classification

Fingerprints

%

Fourier
Transform

H

Fingerprint

Extractor

] 7

Metric Learning

4

L= ECE(hk, yk) + ETﬁplet(haa hpa hn)
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l%/' Midjourney
o T Dales
ot

SD1.5

DallE-2

SDXL

Model attribution accuracy:
93.20%

Dublin, Ireland 27-31.10.2025
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DallE-3 DallE-3

An armchair in the shape of “A sea otter with a pearl earring”by
an avocado Johannes Vermeer

Fingerprint Similarity: 0.9045
Prediction Result: Same Model

DallE-3 DallE-2

An armchair in the shape of An armchair in the shape of
an avocado an avocado

Fingerprint Similarity: 0.7192
Prediction Result: Different Model
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CIVIT

@ Home 8 Models B Images © Videos 8 Posts B Articles nties % Tools @ Challenges & Event

PonyXL (LoRA)

SDXL (LoRA)

SD15 (LoRA) A
A PonyXL (Base Model)

SDXL (Base Model)
A SD15 (Base Model)

All Disney Princess XL LoRA Model from Ralph Breaks the Internet 217«

L101K & 41.8M

A

bdel: SDXL1.0

LoRA Model
Source Moddl| A

All Disney Princess XL LoRA Model - Ralph Breaks the
Internet

sidency @ X @ @ ¢ S 0B

The fingerprint extractor can be used for
tracing the source model of a LoORA model
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I Recap of This Part

« Part 1: Manipulated video detection
O Forensics signals such as space, time and frequency consistencies can be utilized

« Part 2: Generated video detection
o Forensics signals can be utilized
o MLLMs enables more transparent and explainable detection

- Part 3: Attributing generated contents to the source model
O Closed-Set Classification is not scalable
O  Fingerprint extractor trained on large scale synthetic models can generalize to real-world
models

127



Prevention Strategies

Section 6



ACM multimedia

l Tutorial Outline

Dublin, Ireland 27-31.10.2025

6. Prevention Strategies

Creation Prevention

(Embedding Tamper-proof Digital Identifien

m Developing Technical Specification

m Embedding Invisible Watermarks

. J
Mitigating Hallucination in Content Generation

Spread Prevention
Alerting, Verification, and Resilience Building
Controlling the Spread of Misinformation

Promoting Truth and Debunking
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I Embedding Tamper-proof Digital Identifier

s Developing Technical Specification
The Coalition for Content Provenance and Authenticity (C2PA)

Manifest Store

Manifest

Claim Signature

# COSE Digital Signature

Claim

“ CBORstructure with references
to the Assertions and the Claim Signature

Content Credentials

Assertion Store

stds.exif Date March 11 2025 at 2:36 PM

“ JSON-LD structure with details of
the camera used to take the photo
and it's GPS location.

Edits and activity Color agjustments,
changed saturation. Composited or
reordered content, used tools like pencils,
brushes, erasers, or shape, path, or pen

tools.
iLclaim.jpg
st
c2pa.hash.data

« CBORSstructure containing
information about the
cryptographic hashes binding
to the content.

meta-data editing history

130

C2PA Technical Specification. https://c2pa.org/
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s Embedding Invisible Watermarks

[ Dataset Copyright J [ Steganography }

| |
| Extract

o) 2.0
@% Watermark

Generate
— W [T

Dataset

AIGC
Generative Model - 1 N
AIGC Detection
User . ( . )
I [ Model Copyright ] AIGC Copyright
[ User Attribution ] [ Model Attribution ] Temper Detection

Ren, et al. “SoK: On the Role and Future of AIGC Watermarking in the Era of Gen-Al.” Arxiv 2024.
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I Embedding Tamper-proof Digital Identifier

s Embedding Invisible Watermarks

(" Watermark

'PRONPT”

User-target
Watermark

No Prior

Knowledge

‘Attac ker

Adversarial Attack Distortion

Al-generated? )
Detction AIGC Management

- ? * @ . -
I — Which Model: @ Authentication and

IP Protection desvatermark é'_ Watermark
5 - S Removal = Forge
Traceability WL generated.\@ User Tracmg. fmd Remove Embed legal
S ; Z=> Accountability J Watermark Watermark
\ (b) Watermark verfication (by user or Gen-Al provider) ~ J\(©) Potential attacks )
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Cao, et al. “Secure and Robust Watermarking for Al-generated Images: A Comprehensive Survey.” Arxiv 2025.
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I Embedding Tamper-proof Digital Identifier nm
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s Embedding Invisible Watermarks

I Watermarking for Existing Text

The stars shimmeredin i The stars sparkled in the

[ Watermark Message ] i the velvet night sky. it velvet night sky.
The stars shimmered il (a) Format based (b) Lexical based
in the velvet night sky. Text Transformation In the velvet night sky, a The velvet night embracedé
i shimmer|was cast by|the i} as stars shimmered, a
i stars. i celestial ballet.
(c) Syntactic based (d) Generation based
I Watermarking for LLMs
training time watermarking inference time watermarking
A
r \

[ Watermark Message ]Z l

V
Watermarked Logits Generation Watermarked | Next Token Watermarked

> LLM Next Token Logits Logits Next Token

[ Watermark Message ]

v o Vv \ a

Token Sampling

[ Watermark Message ] e
;

LLM Training
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Liu, et al. “A Survey of Text Watermarking in the Era of Large Language Models.” CSUR 2024.
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PART * : Prevention Strategies
Creation Prevention

Embedding Tamper-proof Digital Identifier

[Mitigating Hallucination in Content Generation ]

Spread Prevention
Alerting, Verification, and Resilience Building
Controlling the Spread of Misinformation

Promoting Truth and Debunking
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Type A: Context Hallucination

Type B: Semantic Hallucination

Prompt: How does yoga help with reducing stress
and anxiety?

[Prornpt: How does a car engine work?]

Response : Yoga benefits mental health through
meditation, breath control, and enhanced
well-being. Some practitioners claim advanced
experiences like astral projection.

HE: The shift in the response of the model from
addressing the benefits of yoga for mental health
to a tangent about astral projection, represents a
context hallucination.

Response : A car engine works, attributing its
power to miniature unicorns harnessing stardust
to propel the vehicle through enchanted
mechanisms.

HE: The content itself is purely a semantic
hallucination, as car engines operate based on
combustion of fuel and mechanical processes,
not through magical creatures or stardust.

Type C: Content Hallucination

Type D: Factual Hallucination

Prompt: What are some solutions to mitigate the
effects of climate change??

Prompt: What was the outcome of the Battle of
Waterloo??

Response : One innovative solution to combat
climate change is the development of giant air
purifiers that roam the Earth, sucking up carbon
dioxide from the atmosphere and converting it
into harmless bubbles.

Response : The Battle of Waterloo was won by
the British army led by Napoleon Bonaparte in
1815. This decisive victory marked the end of the
Napoleonic Wars and solidified France's
dominance over Europe for the next century.

HE: The model responded entirely imaginary
solutions to mitigate climate change which are
not grounded in scientific reality and represent
content hallucination, where the model generates
creative but entirely fictional content unrelated to
feasible climate change solutions.

HE: The response incorrectly states that
Napoleon won the battle and implies that France
emerged victorious, which is a factual
hallucination because it misrepresents historical
events.

Object Hallucination

Q:
A
HE:

Is there a bike in the image?
No

Bicycles are common in the street scene in

the picture and are prone to false detection.

Attribute Hallucination

Q:
A:
HE:

Is there a red car in the image?

No.

The red element on the bus in the picture
may be believed to be on the car.

Multi-modal conflicting Hallucination

Ql:
Sl:
S2:
S3:

HE:

What material is the glass tcap he
icr of the image? (Unanswerable)

The tcapot is definitely made of glass.
The teapot might be made of glass.
The material of the teapot is like the

surface of a lake in winter, transparent and

casily shattered.

The teapot in the upper left comer is not
made of glass, and the cups around it are
made of glass.

Counter-Common-Sense Hallucination

Is the maximum number of points on the
« in the picture?

No.

Normally, the maximum number of sieves

is 6, and asking such a common sense

question may trigger the model to directly

respond based on existing knowledge.

Sahoo, et al. “A Comprehensive Survey of Hallucination in Large Language, Image, Video and Audio Foundation Models.” EMNLP 2024.
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________________________________________________________________________ [ o
a
Data Response
; . . | LVLM: This image shows a
g::::r:t'e . Vision Encoder (ecogfﬁf:n'\g? mgd:}'rlleear Large Language Model | o' with itsgpaw e
descriot (e.g., CLIP-ViT-L) e : ’ (e.g., LLaMA, Vicuna) red apple. Its eyes are big
escription for Layer) E d Iy
the image_ ana rouna, very cute.
mouse is lying next to it.
A& J
----------------------------- e e o e BN . o o A R i s
Insufficient Context Attention
Data Bias Limited Visual Resolution Connection Module Simplicity
Stochastic Sampling Decoding
Annotation Irrelevance Fine-grained Visual Semantics Limited Token Constraints Capability Misalignment

----------------------------- B | 11« =11y S

. T . ? . . ™
Bias Mitigation: Scaling-up Resolution: Connection Module : O,
CIEM [Hu et al., 2023] Qwen-vl [Bai et al., 2023] Enhancing: gﬁﬁ‘ﬁ‘f{?ﬁuﬁ’ft‘;‘f,a‘;‘o’;‘;b]
LRV-Instruction [Liu ef al., 2023a] | |Monkey [Li et al., 2023c] LLaVA-1.5 [Liu et al., 2023b] VCD [Leng et i ! 2053] .
Ferret [You et al., 2023] InternVL [Chen et al., 2023c] InternVL [Chen e al., 2023c] & ki I':,'I?Ils{t];p[rzohcessmlg :2023]

ouetal.,
>

Annotation Enrichment: x Aligning with Human: Woodpecker [Yin et al.,
M-HalDetect [Gunjal et al., 2023] 5Z’°dept[‘;"".' E;'hla"zf)‘;';;e“t' Alignment Training Optimizing:| FDPO [Gunjal et al., 2023] 2023b]
GRIT [You et al., 2023] b ‘t’ TrA ancig 2be oy | [HACL [iang et al., 2023] LLaVA-RLHF [Sun ef al., 2023]
EMMA [Lu ef al., 2023] tpal‘am;‘;a’]e“ess Y [11.4VA-RLHF [Sun et al., 2023] HA-DPO [Zhao et al., 2023b]
HallE-Switch [Zhai ef al., 2023] Eca st RLHF-V [Yu et al., 2023] L )
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Liu, et al. “A Survey on Hallucination in Large Vision-Language Models.” TIST 2025.
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6. Prevention Strategies
Creation Prevention
Embedding Tamper-proof Digital Identifier
Mitigating Hallucination in Content Generation

Spread Prevention

(Alerting, Verification, and Resilience Buildina
m Active Verification Tools

m Platform Alerts

\_" User Resilience Building )

Controlling the Spread of Misinformation

Promoting Truth and Debunking
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How to prevent user’s belief in misinformation upon exposure?

+» Active Verification Tools

Google Fact Check Tools @
“\
L=
Explorer ©
Markup Tool "
APls More results in other languages | Englis .
FAQ Search fact checks about a topic or person ‘

Search by image &= [§ Q

Report Issue Recent fact checks

Privacy

Terms Claim by Social media posts: Kerala

Q Video showing Muslim male and female students separated by a partition BOOM Fact
in a classroom in Kerala Check
BOOM Fact Check rating: False

T

1 day ago

Video Of Gender Segregated Classroom In Maha Falsely Shared As Kerala | BOOM
Claim by Vice President Sara Duterte:

Sara Duterte

Ex-president Duterte never threatened witnesses in drug war Rodrigo Duterte

4 o

FactRakers
Taylor

FactRakers rating: False
VP Duterte repeats false claim denying father's threats to drug war witnesses

(]
Help
14

Curtis, et al. “Veracity: An Open-Source Al Fact-Checking System.” IJCAI 2025.

Veracity Al

What would you like to verify today?

Here is my analysis:

Reliability score

95%
@

The claim is highly reliable,
you can share
with your(5)
network.

Based on the search results, it
appears that Justin Trudeau has
announced his resignation as the
leader of the Liberal Party and
Prime Minister of Canada. Multiple

Start typing or paste text here.

Responses related to Veracity may not aways bo accurate

Justin Trudeau has resigned as the leader of the Liberal party

© How the Al works

Sources

Avg. Source Credibility @

1‘2 B 50%

Source 1: “Jan 6, 2025 ... Canadian
Prime Minister Justin Trudeau
announced plans to resign on Monday
after loud calls from within his own

party to step down.”

Show all sources

@a

Sources @ x

[ Credibility: 93% |

Canada's Justin Trudeau
to resign as Liberal Party
leader and prime ...

Jan 6, 2025 .. Canadian Prime
Minister Justin Trudeau
announced plans to resign on
Monday after loud calls from
within his own party to step down.

https://www.npr.org/2025/01/06/nx

| Credibility: 91% J

After a Surprise
Resignation, What Comes
Next for Canada?

Dec 19,2024 .. The embattled

minority government of Prime

Minister Justin Trudeau faces a
new challenge with the recent

resignation of Deputy Prime

https://www.csis.org/analysis/after

 Credibiity: 89% |

Canadian Prime Minister
Justin Trudeau resigns as
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% Platform Alerts
News Claim: News Claim:
$1.5 billion of your taxpayer money is sitting in an account” $1.5 billion of your taxpayer money is sitting in an account”
News Claim: that can be used for other purposes. that can be used for other purposes.
$1.5 billion of your taxpayer money is sitting in an account”
that can be used for other purposes. Declared Fake by 3rd party Fact-Checkers o L e e
_r i pp! i or to;xI;(Ing laws, instead
Learn why this is fake of claiming that the g has the unil power to use it,
then the claim would be correct.
Warning-Tag Counterfactual-Explanation
Accuracy Rate Flip Rate (Short-term/ Long-term)
Pre-test Post-test/ Long-term XV -V —-X =X Overall
Fake Claims with intervention in reading environment
CF-E 41% 77% 1 69% 20%/17% 22%/118% 5%/4% 3%/M4% 49% /43%
W1 40% 72% 1 66% 17%/17% 20%/17% 1% /3% 2%/3% 40%/39%
Fake Claims without intervention in reading environment

Control  40%

38%/38% 4% 17% 8%/ 8% 7% 8% 1%/ 10%

Hsu, et al. “Is Explanation the Cure? Misinformation Mitigation in the Short Term and Long Term.” EMNLP 2023.

26%/ 32%
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<+ Platform Alerts

a
60
£
€ -
Subtly prompting people to think about accuracy had g
a positive effect on the veracity of news that people g © T
were willing to share across countries. s il T
f . [T,
G T l
° |
g ! |
T L I lJ
5
£
S
[a W
_2og$gg.9g.g.gsg.9gzﬁ85
s85S3E£58858225%3
I3 BZ<20& g s
58<¥ £ 3 z
8 3 = &
-] b=
5
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Antonio, et al. “Understanding and combatting misinformation across 16 countries on six continents.” Nature Human Behaviour 2023.
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% User Resilience Building

= How to SIFT through Misinformation

want to do? How to SIFT
Welcome to Temple

University Libraries

through ,
Misinformation /

Bad News Game

https://guides.temple.edu/fakenews/teaching
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l Tutorial Outline

6. Prevention Strategies
Creation Prevention
Embedding Tamper-proof Digital Identifier
Mitigating Hallucination in Content Generation
Spread Prevention

Alerting, Verification, and Resilience Building

(Controlling the Spread of Misinformationx
m Veracity-aware Recommendation

m User Susceptibility Modeling

\. Network-based Interventions )

Promoting Truth and Debunking
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How to reduce users’ exposure to misinformation?

Users share in social networks

CF (UU.ILLMF)

Content Based(CB) o Lo
Random(Rnd) ——— 7 | O
Y. N e B, ’ .
Popularity(Pop) {°] ;Tg}/ Recommends news items to users User
SocialMF(SMF) -
RECOMMENDATION
ALGORITHMS

. VPN

o O\ Q| @ O 4 v

8- ‘aé) N e o o
Ry L

. y / 0 N / . ‘\\

O O O ) O IG,// O C] \Q\ d Ct\\“‘c'
,// ) O ; O \ ,// \ [ \O

o) @-- o U —O

PATHAK, et al. “Understanding the Contribution of Recommendation Algorithms on Misinformation Recommendation and Misinformation Dissemina’[ion1d43
Social Networks.” TWEB 2023.
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RS

Event Rep-
resentation

Event Detection and Transition Module
Event Matrix R
| r1

4 >®-> e

Event u
Activator | User em-

bedding

DIsentang{[Event-veraclty} ' [Event-\_l‘eracltyJ

-ling Laye!

Disentangler Disentangler

Event-veracity
Dlsentangler

Embedding
Layer

Input Layer

Wang, et al.
Wang, et al.

% Weighted Integration of Veracity and Relevance

Next-news
Predictor

Vi
Predicted
next news

Yt
Predicted
veracity label

Dl [wl [wl - [val [
A A A :
——c-===== [Fe===d========= F===== fe=====--
—> —> > e > i ~
V4 \7) V3 Vi ! Vi
Conext news :Candidate news

(a) The overall structure of Rec4Mit model

’Falga;ews

True news

Unlabeled

news

/ Event-veracity Disentangler\
-Yi 2V ~

L& L L'ﬂ?‘)
LY yi
Classifior <& b

i

Veracity
Decoder

Event
Decoder

La:adversarial loss
L :reconstruction loss
L,:veracity prediction loss

Encoder

Vi

(b) The structure

of Event-veracity Disentangler

“Veracity-aware and Event-driven Personalized News Recommendation for Fake News Mitigation.” WWW 2023.
“A Hierarchical and Disentangling Interest Learning Framework for Unbiased and True News Recommendation.” KDD 2024.
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% Using Misinformation Features as Negative Prompts

(Y 0

(%) News Library - =
D O] Diffusion Phase (Trainin,

Recommendation News Pool é User } : Encoder Sequence Embedding NEWS I ( g)

{j@ II (T E@lll (T [. Block 2
0= = = Integc;"c!;l%]b__eld ing| D:

D D D_ User Interaction Sequence PR | [ ot el e e e betcn.

=T o Gaussian Noise
n

u—ﬂl u—ﬂl |:|—| Al—lume..ﬁmy Embeddi..g: || .. Real Embedding __Fake Embedding ;|| Target News 0 Py g 7
Classi cauonNewsPo oo Step Embedding Table- - ----- | e ——— ‘
Initialization | Br

BERT Embeddin; 1 I e : -
- A B B | D 21 [z g
0 G 0 0 Encoder Block e S 2 g - g’
adj__ | —> 8 )
Residual Label ) @ F) & O (T e g | |8 & 8
Luse\ Encoder Encoder User Intera ion equence 5 5
CIT T T T 18 eI |:]

RS SRS e e e s s, (T
: [ o |.]E Transformer Transformer |:| Bpi Conditional Denoiser
s LE ' Encoder Encoder

Reverse Phase (Inference)

N ; '
i i ﬂ NEWS Conditional Denoiser | ' H
Decoder ‘\ ! q Lol
tanh D — ! Gaussian Noise |

Rep CL ¢ v ' -

| ol e =

N2 A
@ x Module OO0 D i I
constructed news Ground Truth I—>5r ngj Hy hn-1 || Target News e’ll G en EF&?.@T‘.’?’!@!’.‘SJ

—— Disentanglement Stage Recommendatlon Stage
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Wang, et al. “Bridging Interests and Truth: Towards Mitigating Fake News with Personalized and Truthful Recommendations.” SIGIR 2025.
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% Pairwise LLM Comparison Progressively Demotes Harmful Content

n Preferences 0 mm u Algorithm 1 Harm-Based Re-ranking Using LLMs
ca 1: Input: Sequence X = {z;} ;, LLM L, Prefer-
ence Constraints C

: Output: Re-ranked Sequence X *
: initialize score[z;] + 0 foreach z; € X

A B c D Encode
Prompt preferences
and re-rank

A c D 7

VAW

: sort X using score (ascending) to obtain X*

Which of these two is more harmful? Respond in  return sorted sequence X *

the form Response=X, where X is one of A, B or
NONE.

: for each pair (z;,z;) € X x X,i# j do
E F G & b : ( qufry E( with) C for pairwise preference:
LLM z;,x;)and (x;,z;
Input . 6: “if]xi harmf{l,l tlllen
Recommanations Re-ranked Preferential 7: score[z;] « scorelz;] + 1
Recommendations 8: elseif z; harmful then
9: scorelz;] < score[z;] + 1
- 10: else
Read the following texts, A and B. 11: continue
Text A: «Text A goes here» 12:  endif
Text B: «Text B goes here» ii end for
15

146

Oak, et al. “Re-ranking Using Large Language Models for Mitigating Exposure to Harmful Content on Social Media Platforms.” ACL 2025.
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% Examining Correlates of Susceptibility through Large-scale Surveys

MIST Score (Higher Means Less Susceptible)

MIST Score (Higher Means Less Susceptible)

n
3

A. Gender

e tgar

Very Poor Poor Average Good
Perceived Discernment Ability

= Male Female == Non-binary/Third

C. Political Orientation

Very Poor Poor Average Good
Perceived Discernment Ability

“ Extremely liberal = Slightly liberal = Slightly conservative = Extremely conservative

= Liberal = Moderate = Conservative

Very Good

Very Good

MIST Score (Higher Means Less Susceptible)

MIST Score (Higher Means Less Susceptible)

B. Generation

Very Poor Poor Average Good
Perceived Discernment Ability

Very Good

= Generation Z = Millennials == Generation X = Baby Boomers

D. Education

Very Good

Very Poor Poor Average Good
Perceived Discernment Ability

“ High School or Less “ University Bachelors Degree

= Some University but no degree “ Graduate or professional degree (e.g., MA, PhD, MD)

Preference for thinking -
Thinking performance -
Attentiveness -|

College

Importance of accuracy -|
Evidence over cues -
Trust -

Importance of democracy -
Individual responsibility -
Belief in God -

Incentives over equity
Moral relativism -|

Age -

Urban -|

Socio-economic status -
Female -

Risk attitude -

Minority -

Vaccine likelihood -
Vaccination norm -

o
~ @t

T
-0.05

T
o 0.05

Relationship with accuracy discernment
(interaction with headline veracity)

Antonio, et al. “Understanding and combatting misinformation across 16 countries on six continents.” Nature Human Behaviour 2023.

Kyrychenko, et al. “Profiling misinformation susceptibility.” Personality and Individual Differences 2025.

T
0.10
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% Learning Scalable Susceptibility Scores From User Sharing Behaviors

Susceptibility A
> T

The
user is quite
susceptible

#COVID 5G
exposure
causing

\ V4

cor_onavi{us laar Bb
g?enfergt; ° Historical | 1 ||  PEERTERSNE . .. L . ___ Sharing Behavior
oxygen Tweets|  L” e ° ~r - ~ULMIRITIIINIGITIIY: = = = = = &2F = r=--' (observable)
deprivation? L Susceptibility Score ! The user will likely

1 (unobservable) | repost the misinfo post
’ Misinfo _ o

Post Computational Susceptibility
Modeling

Backward Pass
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Liu, et al. “Decoding Susceptibility: Modeling Misbelief to Misinformation Through a Computational Approach.” EMNLP 2024.
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% Using LLM to Simulate Misinformation Susceptibility

=)

Demographics
0 Clarity of gy
Controlled ; y
a Feature Check % 6 ‘6
— A V|V
L Background ——— a .
Participant : : 7.1 Simulated
D t - ..
@ Profiles 1;:::]:(. 4 m“’l Participants

Participant Simulation

Questionnaire Responding

Y

0| o (@& > =1 o m=

Simulated
Participants
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Ma, et al. “Simulated Misinformation Susceptibility (SMISTS): Enhancing Misinformation Research with Large Language Model Simulations.” ACL 2024.
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Rumor Spreadlng\‘
Simulator

.~ Source

~
Affected
User

e e

—

Social
Network E 5

State S

o s — —8 Community b
Original and Line Link-Route-aware Rumor-oriented ;
. Graph Message Passing M Policy Network &

Su, et al. “Rumor Mitigation in Social Media Platforms with Deep Reinforcement Learning.” WWW 2024.
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How to mitigate the effects of misinformation after exposure?

X/

«» Continuous Truth Dissemination

@® Fake
@ Verified

Criterion Method  Pre-test Post-test Long-term
VICTOR 0220 0524 0617
“g . ’
Sensitivity @) pstag 0187 0605 0543
Response bias (¢) VICTOR 0059 -0.045  -0.058
P RS-tag 0036  -0.043  0.004

User logs News corpus

Lo, et al. “VICTOR: An Implicit Approach to Mitigate Misinformation via Continuous Verification Reading.” WWW 2022. 1 52
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% Debunking by Participating in Online Conversation
- It's not a vaccine, it's gene therapy. Gene
ae therapy is an experimental .techniqt.Je. It's the % %
M same technology used in cloning, DNA ol |2
Tweeter editing and stem cell research. ; Misinformation o o @ @ Response o Generated
Real Rep“er Tweet E - § Generator Counter-response
o N
You are born to speak nothing but lies. 0 § %
: s
This is not true. It has nothing to do with . I
cloning or DNA, and only uses mRNA. | -8
= Politeness Refutation Evidence Fluency Coherence
MisinfoCorrect Reward Reward Reward Reward Reward
(Counter-Misinformation Response Generator), Reward functions

He, et al. “Reinforcement Learning-based Counter-Misinformation Response Generation: A Case Study of COVID-19 Vaccine Misinformation.” WWW 23&3
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% Debunking Generation by Aggregating Crowd-Source Knowledge

& XAccount @x_account

BREAKING: In a stunning announcement, President Biden has announced that if he’s
reelected, he will cancel medical debt for millions of Americans. Let’s go.

@ Needs more ratings

POTUS does not have authority to cancel debt, SCOTUS ruled on previous attempt to cancel
student loans. Biden would not be able to keep this campaign promise. https://www.npr.org/
2023/06/30/1182216970/supreme-court-student-loan-forgiveness-decision-biden

@ Needs more ratings

He’s not going to do it. 1) He is currently the sitting president, being re-elected changes nothing
2) He does not have the power to do this Commonsense.com

@ Needs more ratings

Biden's administration plans to ban medical debt from credit reports

https://abcnews.go.com/Politics/sweeping-change-biden-administration-ban-medical-debt-credit/
story?id=110997906

@ Supernote

President Biden does not have the authority to unilaterally cancel medical debt, as indicated by
the Supreme Court's ruling on student loan forgiveness (https://www.npr.org/
2023/06/30/1182216970/supreme-court-student-loan-forgiveness-decision-biden). However,

his administration is working to ban medical debt from credit reports (https://abcnews.go.com/
Politics/sweeping-change-biden-administration-ban-medical-debt-credit/story?id=110997906).

Community Notes in X platform

De, et al. “Supernotes: Driving Consensus in Crowd-Sourced Fact-Checking.” WWW 2025. 154
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% Debunking Generation by Aggregating Crowd-Source Knowledge

@ Personalized Helpfulness Model

( & Misleading Post @X ]
A potentially misleading post l ) 9 @
.‘ l Supernote

Existing Note @ Needs more ratings  ——
b .
A human-written fact-checking note (o) h/

Aggregatlon Score @
OOO . h; ] Slmulatedjury Aggregating pr.edlcted + b/ Rank and §elect

Existing Note @ Needs more ratings () o* helpfulness ratings best candidate
A human-written fact-checking note

d kB B
Existing Note @ Needs more ratings s
— ~— I]H Principle Alignment
—

A human-written fact-checking note LLM Sup ernote
candidates Ensuring notes follow core
@ principles of effective fact-checking
Candidate Generation Candidate Scoring
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De, et al. “Supernotes: Driving Consensus in Crowd-Sourced Fact-Checking.” WWW 2025.



I Promoting Truth and Debunking

ACM multimedia

Dublin, Ireland 27-31.10.2025

% Persuasive Debunking Generation

Intervention
Type

Description

Example

Label Only

A simple ground-truth label indicator

This claim is true/false.

Methodology
(A

Following from Epstein et al. (2021), we show users a
generic explanation which states Al to be the source of
the claim veracity label.

This claim was verified/refuted by an AI model
trained on a large-scale corpus of web data.

Methodology
(Human)

Same as above, except the source is stated to be fact-
checkers.

This claim was verified/refuted by non-partisan
Jfact-checkers.

Reaction Frame
Explanation

Following from Gabriel et al. (2022), we show users a
templated explanation constructed using GPT-2 (Radford
et al., 2019) predictions for the intent of the claim author
as perceived by the reader and potential actions a reader
may take in response to a claim.

This claim is true/false. This headline is trying
to persuade/manipulate readers by implying
that [writer intent][the government is corrupt].
It is compelling readers to [reader action][want
to find out more].

Zero-shot GPT-
4 Explanation

‘We instruct GPT-4 to generate an explanation for why a
claim is false/true without user-specific information. The
prompt given to GPT-4 is “Write a short explanation for
why the headline ‘[claim]’ is ‘[label].’ Do not mention
that you are Al. The explanation must be less than 100
words.”

The headline is false because Dr. Anthony
Fauci has not been arrested by any Special
Forces. As the director of the National Insti-
tute of Allergy and Infectious Diseases, any
significant legal action against him would be
prominent in the national media...

Personalized
GPT-4 Explana-
tion

We do the same as above, but with the fol-
lowing prompt that incorporates inferred user at-
tributes “Write a short explanation for why the
headline ‘[claim][Special Forces Arrest Deep State
Dr. Anthony Fauci]’ is ‘[label][false]’ that will ap-
peal to an [education][uneducated], [gender][male],
[race][white], [age][18-29] year old reader with [pol-
itics J[conservative] political beliefs. Do not mention
that you are Al. Do not mention the type of reader. The
explanation must be less than 100 words.”

This headline is false because there’s no evi-
dence. Terms like ’Deep State’ often get thrown
around without proof. Remember, just because
someone disagrees with Dr. Fauci’s advice,
doesn’t mean he’s part of a conspiracy. Don’t
believe everything you read on the internet,
mate. Always consider the source.

Gabiriel, et al. “MisinfoEval: Generative Al in the Era of “Alternative Facts”.” EMNLP 2024.
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X/

% Strategic Debunker Selection

past good experiences
I | no

= 7,: (s1,a}), (s, a?), ... 5
A good Y| T (s3,ad), (s%,a3) ... ®
. —
experience? | ... E =
=
Q
)
b Discriminator
© D
2
D

7: (s1,a'), (s?,a?), ..
> ---l

1 |

A new episode generated update policy

following ':’O”CV To Policy (Generator) |
Tg: S > a

A

Xu, et al. “Harnessing Network Effect for Fake News Mitigation: Selecting Debunkers via Self-Imitation Learning.” AAAI 2024.

157



Conclusion &
Open Discussion

Section 7



ACM multimedia

§ Recap This Tutorial

Dublin, Ireland 27-31.10.2025

Video Generation

Overview of Generative Models and
Diffusion
Video Editing
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I Future Direction: Measuring Long & Deep Impact

What was changed by Al-driven misinformation videos and how?
Understanding long & deep impacts may guide policy-making and technology development.

(1) Impact on existing information systems

> A recent study on LLM-generated text-only fake news reveals a phenomenon called truth
decay, where real news is increasingly losing its ranking advantage to fake news.

Before LLMs rise After

News Items are
either Human-Written or LLM-Generated

EEEEMEEEE]

w=]
@1 News Recommender
hu

\ l . 1
%T%T%T%T%T%T%f%?
O O ®  mwe 0 ®

RANK

News Items are
all Human-Written

, 1

é‘? News Recommender
i =

|
|
|
|
|
|
|
.y
|
|
|
|
|
|
|

TRUTH DECAY: Fake news items earn higher ranks than before.
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LLM-Generated Fake News Induces Truth Decay in News Ecosystem: A Case Study on Neural News Recommendation
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I Future Direction: Measuring Long & Deep Impact

(1) Impact on existing information systems

» An MM’25 study shows that information retrieval systems prefer Al-generated videos.

Table 3: The retrieval performance of different models is evaluated on four benchmarks we constructed. A positive RelativeA
or NormalizedA indicates the model favors ranking real videos higher, while a negative RelativeA or NormalizedA suggests a
preference for Al-generated videos. The absolute values of these metrics reflect the magnitude of bias. NormalizedA includes a
penalty term, offering a more accurate bias measurement than RelativeA.

Dataset CogVideoX TextCond OpenSora TextCond OpenSora ImageCond OpenSora VideoExt
Model Metric R@1 MedR MeanR MixR R@1 MedR MeanR MixR R@1 MedR MeanR MixR R@1 MedR MeanR MixR

REAL 24.10 8.00 49.61 - 24.10 8.00 49.61 - 24.1 8 49.61 - 24.1 8 49.61 -

Al 30.50 5.00 40.14 - 37.00 3.00 27.72 - 29.6 4 33.59 - 321 4 36.42 -

Al mixed-REAL 10.10 14.00 82.94 - 10.80 13.50 83.72 - 8 155 9431 - 8.7 17 95.90 -

PI%  mixed-Al 22.60 10.00 101.16 - 2450 6.00 69.39 - 22.4 7 70.33 - 23.7 7 75.38 -
RelativeA -76.45 -33.33 19.80 -29.99 -77.62 -76.92 -18.71 -57.75 -94.74 -75.56 -29.13 -66.48 -92.59 -83.33 -23.97 -66.63
NormalizedA -53.01 14.67 41.02 0.89 -35.39 1832 3826 7.06 -74.26 -599 9.61 -23.55 -64.12 -13.76 6.87 -23.67

REAL 2290 8.00 49.81 - 2290 8.00 49.81 - 22.9 8 49.81 - 22.9 8 49.811 -

Al 29.80 5.00 39.98 - 31.50 4.00 31.56 - 25.7 5 37.93 - 28.3 5 37.34 -

Frozen mixed-REAL  6.90 20.00 92.25 - 890 17.00 90.35 - 9.1 18 94.78 - 8.3 21 10451 -

mixed-Al 23.80 8.00 90.98 - 2550 7.00 7241 - 18.9 9 80.01 - 21.6 8 71.89 -
RelativeA -110.10 -85.71 -1.39 -65.73 -96.51 -83.33 -22.05 -67.30 -70 -66.67 -16.9 -51.19 -88.96 -89.66 -36.99 -71.87
NormalizedA -83.91 -37.71 20.63 -33.66 -64.89 -13.76 23.08 -18.52 -58.48 -18.67 10.34 -22.27 -67.87 -41.66 -8.21 -39.25

REAL 40.60 2.00 22.27 - 40.60 2.00 22.27 - 40.6 2 22.27 - 40.6 2 22.27 -

Al 40.20 2.00 25.30 - 47.20 2.00 17.85 - 42.7 2 18.62 - 46.6 2 17.62 -

Intern mixed-REAL 19.60 5.00 43.39 - 27.40 5.00 74.16 - 29.1 4 83.65 - 28.2 4 75.72 -

Video mixed-Al 27.60 4.00 56.31 - 22.50 4.00 26.87 - 16.2 4 26.31 - 20.4 4 26.57 -
RelativeA -33.90 -22.22 2592 -10.07 19.64 -22.22 -93.61 -32.06 56.95 0.00 -104.29 -15.78 32.1 0.00 -96.08 -21.33

NormalizedA -34.89 -22.22 13.06 -14.68 34.67 -22.22 -71.32 -19.62 61.99 0.00 -86.22 -8.08 45.86 0.0 -72.5 -8.88
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Future Direction: Measuring Long & Deep Impact
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(2) (M)LLM-based services as new information systems

> A Nature study shows a potential data contamination risk: indiscriminate use of model-
generated content in training causes irreversible defects in the resulting models, in which
tails of the original content distribution disappear.

» How to maintain a good data recipe for MLLM and video generation models’ training?

b No data preserved, five epochs [ 10% data preserved, ten epochs

Perplexity of generated data points evaluated by

a Model collapse setting model trained with real wikitext2 Perplexity of generated data points evaluated by
model trained with real wikitext2
Real data Model-generated data N P obable o oE g overestimated]
o - : events are Generation 0 0.30 Generation 0
T~ \ : 0.6 Gen: ’a'f"" 1 Generation 1
/@ Bl Finite sampling \ Approximate fitting Generation 2 0.25 Generation 2
e N 4 A H Generation 3 G 3
Data® ) > Model 0 | >, Data' | Model 1|—> ... —> Data’ > > Model n : o > Generation 5 5 020 ratio
N N . H VRS £ 04 - G tion 5
R e : 1 ) K Generation 9 H ratio
\ : v_Data” ) Model n 8 8 015 Generation 9
) : N & s
Fit Sample Data’ ~ Data' = ... ~ Data” : b -~ 0.2 < 010
a a - : Probable events poison reali
Timeline 0 ... n : 0.05
0
10° 10! 102 0

Perplexity of generated data points

Perplexity of generated data points
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Al models collapse when trained on recursively generated data
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Comparing with the various traces, mining the intents behind may help us
find more stable cues to detect fake news videos.

» Recently, research have tried to build intent analysis framework for text-only and text-image

fake news.

> For text-only format, a new theory-driven framework for intent analysis is proposed.

Invisible Information

News INTENT
-E Belief

Y Desire

'5 Plan

Intentional Action

- Intent ——m@—
‘ O :' Deconstructing News Inten
~, 4
ﬁ Belief |

Input: News article
Question: What's its intent?
Does it harmful?
Deconstruct intent:

A mental state emerges from
rational planning grounded in
the agent's desires and beliefs.

Visible Information
@Target: “Fauci”

O News Writivg
Effect: negative

Ne
alf of al
ne, [ was
s i ake
Dr. F:
... They also came with a warniny

Wil
answers are merely “gu

Control

ACtion Causation
’ Desire
: : | Psychological
Anti-vaccine E ‘ e

Plan

Incomplete news context;
Pushing to extremes

Exploring news intent and its application: A theory-driven approach

Resultant Outcomes

SOCIAL REacTion

»O

Discussi

v
<, Opinion
l 75}5&: yes

@) Controversy: yes

Outcome

' Intent

May influence
the public to
refrain from
vaccination
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Comparing with the various traces, mining the intents behind may help us
find more stable cues to detect fake news videos.

» Recently, research have tried to build intent analysis framework for text-only and text-image

fake news.

» For text-only format, a new theory-driven framework for intent analysis is proposed.

Belief —

Desire C

News
Intent

Plan —> | Writing strategy Y

1)
&

Belief on the topic —> [#] Topic }

Targeted
individual/group

Social reactions

Exploring news intent and its application: A theory-driven approach

Favor

@ Target

73

r\;‘

®
O,
o:

Desired impact
Social debate
Opinion shift
Social emotion
News framing

Persuasion

Against Neutral
Public interest
Economic interest
Political interest

Psychological
fulfillment

Fair

Unfair
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Text-image misinformation:

> Introduces an intent-guided framework
for simulating intent-aware multimodal
news reporting. The intent is defined as a
combination of desired influence and
execution plan.

» Constructs DECEPTIONDECODED, a
benchmark of 12,000 image—caption—
article triplets.

> But there is no extension to the video
so far.

@ Misleading Image (Subtle):

Create a chaotic scene with

emergency vehicles and
personnel appearing
overwhelmed to incite fear.

@ Misleading Image (Significant):

Create a frantic scene with
injured people lying on the
road to heighten fear and
anxiety among readers.

Create a scene of a lorry
on fire at night to report
this in¢
objecti

Trustworthy News Context:

Holiday getaway drivers face being caught up
in long delays after a fierce lorry fire closed a
busy motorway. Police warned those planning
on heading south along the M6 that it might
remain shut for repairs for much of Saturday
from junction 13 for Stafford south, after fire
melted the road. Millions are expected to hit
the roads this weekend after many schools
broke up for the summer. Images of the lorry
fire emerged on social media, while motorists
and vented their fr i

Multimodal News Grounded in Context:

AN

Caption: The lorry fire means part of the M6
will stay closed for much of Saturday.

Seeing Through Deception: Uncovering Misleading Creator Intent in Multimodal News with Vision-Language Models

Misleading Text (Subtle):

Create a caption that
suggests the fire as an act
of sabotage to evoke fear
and suspicion.

1©]

Caption: The lorry fire, suspected
to be an act of sabotage, means
part of the M6 will stay closed for
much of Saturday.

Misleading Text (Significant):

Create a caption that
suggests the fire as a
terrorist attack to instill
panic among the public.

[©]

Caption: Terrorist attack causes
massive fire on Mé, authorities
urge residents to stay indoors.

Non-Misleading Text:

Create a caption of a
lorry on fire at night to

report this incident in an
objective manner.

Caption: Due to a lorry fire, a
section of the M6 will remain
closed for most of Saturday.
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Future Direction: Capturing More Physical Cues
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Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.

e &

Figure 1. Examples of four artifact categories: top left “boundary/edge defects,” top right “texture/noise issues,” bottom left “motion/joint
anomalies,” bottom right “object mismatches / disappearances” 1 6 6

Simple Visual Artifact Detection in Sora-Generated Videos
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Future Direction: Capturing More Physical Cues

Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.

Elasticity Friction

Dublin, Ireland 27-31.10.2025

Buoyancy

Gravity

—

4 o Yo mw\& Xo SV

A blue marker is used to write on the
white surface of a whiteboard,
showcasing the interaction between the
marker and the whiteboard surface.

Mechanics A bottle of juice is slowly poured out in A stone is gently placed on the surface of A vibrant, elastic basketball is thrown

the space station, releasing the liquid  a pool filled with water. forcefully towards the ground, capturing
into the surrounding area its dynamic interaction with the surface

upon impact.

Reflection Refraction Interference & Diffraction Tyndall Effect
F \ B ‘ F ‘ 2 W g ; = p, v
(S E——
B T N bt S P
Optics A plane is gliding over a still and crystal- A clear plastic straw is slowly inserted A large number of soap bubbles are A ray of light generated by a projector is
pics clear river. into a glass of crystal-clear water, floating in the air under the sunlight. passing through a dark room with fine dust
revealing the visual changes that occur as particles.
the straw interacts with the liquid.
Sublimation Melting Liquefaction

Boiling

B AN Y o = e
A timelapse captures the gradual A timelapse captures the transformation A timelapse captures the transformation

A timelapse captures the transformation
transformation of ice cream as the  of tea in a teapot as the temperature as water vapor in a humid environment

of dry ice as it is exposed to a gradually

Thermal

increasing  temperature  af  room  temperature rises significantly above rapidly rises above 100 degree Celsius comes into contact with a cool glass
temperature 100 degree Celsius surface.
Hardness Solubility Dehydration property Flame Reaction
. - e — o=

e

-

Material A clear glass of juice is gently poured - 2 b A piece of copper is ignited, emitting a

P i significant force towards a rugged, into a glass of water. concentrated sulfuric acid is poured vivid and unique flame as it burns
roperties solid rock surface, where it collides onto a piece of bread. steadily.
upon impact 1 6 7

A timelapse captures the reaction as

A delicate, fragile egg is hurled with

Towards World Simulator: Crafting Physical Commonsense-Based Benchmark for Video Generation
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I Future Direction: Capturing More Physical Cues

Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.

______________ = e e —— e e e e e = = =

r b r
| Key Physical Phenomena Detection. | Physics Order Verification 1 | Overall Naturalness Evaluation 1

Prompt: A delicate, fragile egg is hurled with significant force towards a rugged, solid rock surface... Physical Law: The hardness of the stone is very high and the hardness of the raw egg is very low...

A ol Semielc el sl Sl e S S s e s r ___________________________________________ N { P
Propose 1-2 questions with answers. It should Provide the retrieval prompt and three ideal ... SRl Daatatol Db e 0 e
Clearly Unrealistic: Contains significant distortions ...

Slightly Unrealistic: Distortions are brief , hard to notice...
Almost Realistic: Aligns completely with reality...

include a retrieval prompt for locating and
question must be based on a single image...

Retrieval Prompt: The egg touches the stone slightly
Questionl: Does the keyframe satisfy “The egg does not break..” in

' i
I 1
! 1
I 1
! 1
; A
Retrieval Prompt: The egg hits the stone heavily @ | comparison to the first frame? @ H | Completely Fantastical: The egg bounces off unharmed...

1

i i
s 1
! 1
I 1
\

1

1

2 1
Questions |
Generation |
)

1

i

1

|

1

Question2: Does the last frame satisfy “The egg breaks ...” in comparison
to the keyframe?
Question3: Does the first- key last frame combination reflect “the egg

! Clearly Unrealistic: The egg impacts the rock without
| breaking but deforms like rubber...,
| Slightly Unreallstlc egg breaks but some irregularities...

Question: Is the egg broken?

Aff_Statement: The egg breaks :

Ne_Statement: The egg does not break. 1
1

Q; CLIP [_" Retrieval QO cup [’1 Retrieval

Consider nearby frames § Consider nearby frames §

[
!
1
1
1
1
1
!
1
1
1
!
1
1
1
!
1 +«—— Key Frames ——
!
1
1
1
!
1
1
1
1
1
1
1
1
1
1
1
|
1

1 1 1 i 1
| ! Do !
1 H ' |
! 1 [ 1
1 | o H
' 1 ! ! 1
1 H ' 1
! I [ 1
1 H 1 I 1
! 1 [ 1
1 | o i
i 1 ! 1 1
" : 1 [ |
Three-tier | ! First Frame i-2 i-1 ! I k612 . |
Evaluation | ) Key Frames I ! P 0 ) :
Framework ; I L s '
| l Each Key frame l . BhesiGuetlahes l - l . All Frames !
1 H 3 ) Each Keyframe Each Key-Last frame pair H : |
! x s q : 1 = X .
U [Svim @) question  [[RvIM (7D Retrieval E Each First-Key(i-2:i) pair BV (D Retrieval (@vim (D Question2 | | (VLM (7) Detailed Grading E
! 5 . 5 3 Each Key(i:i+2)-Last pair - . [ 5 N , |
1 E Single Image Q Single Image H - : B : [ @ The whole video images
: : First-All Keys(i-2:i+2)-Last @ Shgh (megs g e : : . | :
' L ] 1 L ) H 1
: ! ! » ! |
1 — : . ! _ g ; 1 I
: Skey - i—2?;’§+2 (VLM (I]’ pr) StVEM (I}’ q)) : Safter - isr}lsai)-f(-z (VLM (I]' pT) +VLM (I]' I_l' qz)) i : Snatural = VLM(IO:—I' gspe::» b, l) :
' e PN ;o /
(a) Key Physical Phenomena Detection (b) Physics Order Verification (using Question 2 as an example) (c) Overall Naturalness Evaluation
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Towards World Simulator: Crafting Physical Commonsense-Based Benchmark for Video Generation
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Natural language plus visualization can help improve the explainability

Prompt: Determine whether the video is //fi}he first thing is the motion consistency .. a
real or generated by an AI model. [ padlock would not move in such a smooth
‘. 1 manner without any external force applied

suggesting physics violation. .. lighting appears
Multi-Modal Large Language Model —>

consistent, but there's a slight unnatural
glow around the padlock that might be a
result of the AI generation. .. Texture artifa
are also noticeable. The padlock and the
surface it's attached to have a very smooth
and uniform texture that doesn't look
natural. .. Hmm, I see. The combination of

\ these factors makes it clear that this video
is likely AI-generated. 4///

A video authenticity detector based on multi-modal large language models (MLLMs), which
generates a chain-of-thought reasoning process along with the final answer. 169

VidGuard-R1: Al-Generated Video Detection and Explanation via Reasoning MLLMs and RL
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Natural language plus visualization can help improve the explainability

Os 0.67s 113s 1.92s 12.67s

# The segmentation functionality is implemented using SAM2.

%} Now, you are an AI-generated video identification assistant, tasked with
helping me step by step to determine whether a given video is AI-generated.

<think> 1. *xDetermine Anchor Video Type: **The video displays animation
featuring:-- 2. *xAnalyze for AI Defects: **At the very beginning (00:00),

Tom is running towards the table with a pie. As he runs, his body shape

seems slightly unstable --- </think>

<defect_cate>['0Object inconsistency']</defect_cate>
<timestamp>00:00.00-00:01.92</timestamp>

<explanation>The cat‘s limbs and torso appear to

distort ---</explanation>

<located_frame>0</located_frame> <point_2d>[(18, 118)]</point_2d>

<answer> AI generated video </answer>

A video—language model designed to deliver an interpretable chain of visual reasoning—including
defect categorization, temporal-spatial localization, and natural language explanations. 170
7

DAVID- R1: Detecting Al-Generated Videos with Explainable Reasoning



ACM multimedia

Future Direction: On-the-Fly Intervention L

Dublin, Ireland 27-31.10.2025

On-the-fly intervention enables the moderation
before misinformation is produced.

> In harmful content and hallucination moderation, on-the-fly intervention has been a
popular research topic. Can it be applied to video misinformation generation?

Legend: Probe probabilities | Supported entities | Hallucinated entities
Look at that fllthy USER
— What was the factual background in Riley v. California (2014)?
@ Confirmed as the LLAMA-3.1-8B
correct Supreme Court
citation Riley v. California, 573 U.S. 373 (2014), was a landmark United
AI States Supreme Court case that addressed the issue of warrantless
searches of mobile devices. Here’s the factual background:
Case Background:
- David Leon Riley, a 29-year-old man from San Diego, Cali
arrested on April 18, 2010, in connection with a shootin
T that occurred ; on April 13, 2010.

ey W cted of ein
on August 2, 2009, involved in the shooting, which resulted in the death of a 21-year
A v not April 13, 2010 SR
-old man named Jonathan M. Madero{— - -
m . S
Streaming Content Monitor Arrest and search: -
Riley was arrested by the San Diego Police Department (SDPD) at
1 l l l Sy approximately 10:30 p.m. on April 18, 2010, at his residence

in San Diego. During the arrest, the police officers seized Riley's
Look at that  filthy

mobile phone, a BlackBel e 83304-which-contained various data,

including text messages, emails, and photographs.

For Text: Streaming Content Monitor For Text: Real-Time Detection of Hallucinated Entities
which can interrupt LLM harmful output ASAP  which can identify wrong entities in long-form LLM outputs

From Judgment to Interference: Early Stopping LLM Harmful Outputs via Streaming Content Monitoring 1 71
Real-Time Detection of Hallucinated Entities in Long-Form Generation
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Thank You!

https://misinfo-video.github.io/

The proposal team thanks Shenggiong Wu, Ziyao Huang,



