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Combating AI Generated Videos: From Detection to Attribution

Generated 
Content

Detection Attribution

True or Fake? From Which Model?>>> >>>

• Part1: Manipulated Video Detection
• Part2: Generated Video Detection

• Part3： Attributing AI-generated Video 
the Source Model

Fake

…
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Manipulated Video Detection

Deepfake Generation and Detection: A Benchmark and Survey

● Deepfakes are one of the most prominent and concerning forms of video manipulation.
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Taxonomy

Space Domain 
Methods

Time Domain 
Methods 

Frequency 
Domain Methods

Manipulated 
Video Detection

Face X-ray (CVPR’20), Gram-Net(CVPR’20), 
NoiseDF(AAAI’23), etc.

Yang et al. (ICASSP’19 ), 
LipForensics(CVPR’21), 

Choi et al.(CVPR’24 ), etc.

F3-Net (ECCV’20), HFI-Net (TIFS’22 ), etc.
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Space Domain Inconsistency

Boundary Artifacts
(Face X-ray)

Texture Inconsistencies
(Gram-Net)

Noise Inconsistencies
(NoiseDF)
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Time Domain Inconsistency

Inconsistency of the style latent vectors
(Choi et al.)

Inconsistency of mouth movements
(LipForensics)
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Frequency Domain Artifacts

FreqNetF3-Net

A frequency perception framework with two-branches: 
Frequency-aware Image Decomposition (FAD) and Local Frequency Statistics (LFS) Emphasis on high-frequency details
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From Manipulated to Generated Video Detection

Manipulated Video Detection Generated Video Detection

Face-centric content More diverse, real-world videos

(Generated by Veo3)
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Taxonomy

Generated Video 
Detection

AIGDet (Arxiv’24), DeCoF 
(Arxiv’24), etc.

MLLM-Based
Fake Shield (ICLR’25), 
SafeWatch (Arxiv’25), 

VidGuard-R1 (Arxiv’25), etc.

Forensics-Signals
-Based 
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● The optical flow maps of generated videos exhibit less smoothness and blurry contours 
compared to real video

AIGDet: Detect by Spatio-Temporal Anomaly
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● Detecting generated videos by capturing mismatch between frames

DeCoF: Detect by Frame Consistency
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● Utilizing MLLMs enables detailed explanations and conversational interactions for a 
deeper analysis

Fake Shield: Explainable Detection via MLLMs
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• Domain Tag Generator is trained to spot different types of fake images.
• Tamper Comprehension Module is adopted to align visual-language features, thus pinpointing 

tampered areas

Fake Shield: Explainable Detection via MLLMs
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● Apply supervised fine-tuning (SFT) and direct preference optimization (DPO) to train a 
video guardrail model with transparent reasoning.

SafeWatch: Improving Safety-Policy Following
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● Decoding pipeline of SafeWatch

SafeWatch: Improving Safety-Policy Following
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● Applies online reinforcement learning for more generalized fake detection

VIDGUARD-R1
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• Identify the source model of generated contents

Model Attribution

API1 API2

Illegal CopyOriginal Model

…

Concept Supervision Copyright Protection

*

Unsafe

Model
Attribution …

Which model?
• Application
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Two Technique Routes for Model Attribution

Model-Fingerprint-BasedWatermarking-Based

Watermark
Extraction

Need modify model in advance No need to modify model 

The focus of this part

（Artificial Fingerprint） (Intrinsic Fingerprint)

Watermark
Embedding

Fingerprint
Extraction

! !
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Existing works: Closed-Set Classification on Limited Model Data

DallE 1

DallE 2

DallE 3

Test
Dalle-4

❌

Train

DallE 1
DallE 2

DallE 3

Closed-Set 
Classification

Closed-Set 
Classification

Not scalable to newly emerged models



117

How to Build a Scalable Model Attribution System?

Recent Work

DataFramework

Existing 
Works[1,2,3]

Limited 
(100+models)Closet-Set

Large Scale 
(5k+ models)Open-Set

[1] Yu N, Davis L S, Fritz M. A>ribu@ng fake images to gans: Learning and analyzing gan fingerprints. ICCV 2019
[2] Frank J, Eisenhofer T, Schönherr L, et al. Leveraging frequency analysis for deep fake image recogni@on. ICML 2020 
[3] Marra F, Gragnaniello D, Verdoliva L, et al. Do gans leave ar@ficial fingerprints? 
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Closed-Set -> Open-Set Framework

Closed-Set 
Classification

Model ID
.
.
.

…

Fingerprin
t Extractor

Fingerprint Database

Open-Set FrameworkClosed-Set Framework

M3M1 M2

M3M1 M2 M4 M5

Compare 
Distance Model ID

Can dynamically extend to unseen 
models not involved in trainingCan only attribute seen models

Model Samples
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Model Collection 
(100+ in existing dataset)

Our Method: Model Synthesis 
(Unlimited in principle)

Real-world models

Synthetic models

Fingerprint 
Space

Collect Model Data -> Synthesize Model Data

Can only cover limit model 
fingerprint space

Cover more complete 
fingerprint space
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Which Factors Influence Model Fingerprint?

The type of basic network 
components influences the spectral 
patterns of generated images. 

Observation 1:

The last two generative blocks are 
more influential

Observation 2: n Diverse basic component 
option is necessary

n Few blocks is sufficient

Upsampl
e

Conv

Norm, Act

GBloc
k

z

GBlock
1GBlock
2GBlock
3

GBlock
4GBlock
5
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Synthetic Model Construction

• L (number of convolution layers): 1, 2

• S (the order of activation and normalization relative to the 
convolution layer):  before/after the convolution

• U (upsampling layer): devonvolution,bilinear, nearest

• A (activation function):  None, ReLU, Tanh, Sigmoid

• N (normalization layer):  None, BatchNorm, InstanceNorm

• K (number of blocks) :  1, 2

A total of 5,760 synthetic models

Synthesizing one model only takes 1.5 minutes
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Generation Spectrum Comparation

SNGAN Synthetic Model StarGAN Synthetic Model StableDifusion1.
5

Synthetic Model StableDifusion2.
1

SyntheOc Model

AttGAN Synthetic Model ProGAN Synthetic Model Midjourney Synthetic Model DallE-3 SyntheOc Model
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Overview of Open-World Framework

Data synthesis Fingerprint Extraction Training
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Evaluation Result

DallE-3

Midjourney

SDXL

SD1.5

DallE-2

Model attribution accuracy:
93.20%
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Cases

An armchair in the shape of 
an avocado

“A sea otter with a pearl earring”by 
Johannes Vermeer

DallE-3 DallE-3

Fingerprint Similarity: 0.9045
Prediction Result：Same Model

DallE-3 DallE-2

An armchair in the shape of 
an avocado

An armchair in the shape of 
an avocado

Fingerprint Similarity: 0.7192
Prediction Result：Different Model
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Application: Model Relationship Analysis

Source Model
LoRA Model

Source Model: SDXL1.0

Model Type: LoRA

The fingerprint extractor can be used for 
tracing the source model of a LoRA model



Recap of This Part
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• Part 1: Manipulated video detection
○ Forensics signals such as space, time and frequency consistencies can be utilized

• Part 2: Generated video detection
○ Forensics signals can be utilized
○ MLLMs enables more transparent and explainable detection

• Part 3: Attributing generated contents to the source model
○ Closed-Set Classification is not scalable
○ Fingerprint extractor trained on large scale synthetic models can generalize to real-world 

models 



Prevention Strategies
Section 6
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Promoting Truth and Debunking
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Embedding Tamper-proof Digital Identifier

130

v Developing Technical Specification

C2PA Technical Specification. https://c2pa.org/

The Coalition for Content Provenance and Authenticity (C2PA)

meta-data ediOng history



Embedding Tamper-proof Digital Identifier
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v Embedding Invisible Watermarks

Ren, et al. “SoK: On the Role and Future of AIGC Watermarking in the Era of Gen-AI.” Arxiv 2024.



Embedding Tamper-proof Digital Identifier
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v Embedding Invisible Watermarks

Cao, et al. “Secure and Robust Watermarking for AI-generated Images: A Comprehensive Survey.” Arxiv 2025.



Embedding Tamper-proof Digital Identifier
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v Embedding Invisible Watermarks

Liu, et al. “A Survey of Text Watermarking in the Era of Large Language Models.” CSUR 2024.
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Mitigating Hallucination in Content Generation
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Sahoo, et al. “A Comprehensive Survey of Hallucination in Large Language, Image, Video and Audio Foundation Models.” EMNLP 2024.



Mitigating Hallucination in Content Generation
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Liu, et al. “A Survey on Hallucination in Large Vision-Language Models.” TIST 2025.
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Alerting, Verification, and Resilience Building
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How to prevent user’s belief in misinformation upon exposure?

v Active Verification Tools

Curtis, et al. “Veracity: An Open-Source AI Fact-Checking System.” IJCAI 2025. 



Alerting, Verification, and Resilience Building
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v Platform Alerts

Hsu, et al. “Is Explanation the Cure? Misinformation Mitigation in the Short Term and Long Term.” EMNLP 2023. 

Warning-Tag Counterfactual-Explanation



Alerting, Verification, and Resilience Building
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v Platform Alerts

Subtly prompting people to think about accuracy had 
a positive effect on the veracity of news that people 
were willing to share across countries.

Antonio, et al. “Understanding and combatting misinformation across 16 countries on six continents.” Nature Human Behaviour 2023. 



Alerting, Verification, and Resilience Building
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v User Resilience Building

https://guides.temple.edu/fakenews/teaching

Bad News Game
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Controlling the Spread of Misinformation

143

How to reduce users’ exposure to misinformation?

PATHAK, et al. “Understanding the Contribution of Recommendation Algorithms on Misinformation Recommendation and Misinformation Dissemination on
Social Networks.” TWEB 2023. 



Veracity-aware Recommendation
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v Weighted Integration of Veracity and Relevance

Wang, et al. “Veracity-aware and Event-driven Personalized News Recommendation for Fake News Mitigation.” WWW 2023. 
Wang, et al. “A Hierarchical and Disentangling Interest Learning Framework for Unbiased and True News Recommendation.” KDD 2024. 



Veracity-aware Recommendation
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v Using Misinformation Features as Negative Prompts

Wang, et al. “Bridging Interests and Truth: Towards Mitigating Fake News with Personalized and Truthful Recommendations.” SIGIR 2025. 



Veracity-aware Recommendation
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v Pairwise LLM Comparison Progressively Demotes Harmful Content

Oak, et al. “Re-ranking Using Large Language Models for Mitigating Exposure to Harmful Content on Social Media Platforms.” ACL 2025. 



User Susceptibility Modeling
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v Examining Correlates of Susceptibility through Large-scale Surveys 

Antonio, et al. “Understanding and combatting misinformation across 16 countries on six continents.” Nature Human Behaviour 2023. 
Kyrychenko, et al. “Profiling misinformation susceptibility.” Personality and Individual Differences 2025. 



User Susceptibility Modeling
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v Learning Scalable Susceptibility Scores From User Sharing Behaviors

Liu, et al. “Decoding Susceptibility: Modeling Misbelief to Misinformation Through a Computational Approach.” EMNLP 2024. 



User Susceptibility Modeling
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v Using LLM to Simulate Misinformation Susceptibility

Ma, et al. “Simulated Misinformation Susceptibility (SMISTS): Enhancing Misinformation Research with Large Language Model Simulations.” ACL 2024. 



Network-based Interventions 

150
Su, et al. “Rumor Mitigation in Social Media Platforms with Deep Reinforcement Learning.” WWW 2024. 
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Promoting Truth and Debunking

152Lo, et al. “VICTOR: An Implicit Approach to Mitigate Misinformation via Continuous Verification Reading.” WWW 2022. 

v Continuous Truth Dissemination

How to mitigate the effects of misinformation after exposure?



Promoting Truth and Debunking

153He, et al. “Reinforcement Learning-based Counter-Misinformation Response Generation: A Case Study of COVID-19 Vaccine Misinformation.” WWW 2023. 

v Debunking by Participating in Online Conversation



Promoting Truth and Debunking

154De, et al. “Supernotes: Driving Consensus in Crowd-Sourced Fact-Checking.” WWW 2025. 

v Debunking Generation by Aggregating Crowd-Source Knowledge

Community Notes in X platform



Promoting Truth and Debunking

155De, et al. “Supernotes: Driving Consensus in Crowd-Sourced Fact-Checking.” WWW 2025. 

v Debunking Generation by Aggregating Crowd-Source Knowledge



Promoting Truth and Debunking

156Gabriel, et al. “MisinfoEval: Generative AI in the Era of “Alternative Facts”.” EMNLP 2024. 

v Persuasive Debunking Generation



Promoting Truth and Debunking

157Xu, et al. “Harnessing Network Effect for Fake News Mitigation: Selecting Debunkers via Self-Imitation Learning.” AAAI 2024. 

v Strategic Debunker Selection



Conclusion &
Open Discussion

Section 7



Recap This Tutorial
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Future Direction: Measuring Long & Deep Impact

160
LLM-Generated Fake News Induces Truth Decay in News Ecosystem: A Case Study on Neural News Recommendation

What was changed by AI-driven misinformation videos and how?
Understanding long & deep impacts may guide policy-making and technology development. 

Ø A recent study on LLM-generated text-only fake news reveals a phenomenon called truth 
decay, where real news is increasingly losing its ranking advantage to fake news.

① Impact on existing information systems



Future Direction: Measuring Long & Deep Impact

161
Generative Ghost: Investigating Ranking Bias Hidden in AI-Generated Videos

Ø An MM’25 study shows that information retrieval systems prefer AI-generated videos.

① Impact on existing information systems



Future Direction: Measuring Long & Deep Impact

162
AI models collapse when trained on recursively generated data

Ø A Nature study shows a potential data contamination risk: indiscriminate use of model-
generated content in training causes irreversible defects in the resulting models, in which 
tails of the original content distribution disappear.

Ø How to maintain a good data recipe for MLLM and video generation models’ training?

②  (M)LLM-based services as new information systems  



Future Direction: Deepening Intent Understanding

163
Exploring news intent and its application: A theory-driven approach

Comparing with the various traces, mining the intents behind may help us 
find more stable cues to detect fake news videos.

Ø Recently, research have tried to build intent analysis framework for text-only and text-image 
fake news. 

Ø For text-only format, a new theory-driven framework for intent analysis is proposed.



Future Direction: Deepening Intent Understanding
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Exploring news intent and its application: A theory-driven approach

Comparing with the various traces, mining the intents behind may help us 
find more stable cues to detect fake news videos.

Ø Recently, research have tried to build intent analysis framework for text-only and text-image 
fake news. 

Ø For text-only format, a new theory-driven framework for intent analysis is proposed.



Future Direction: Deepening Intent Understanding

165
Seeing Through Deception: Uncovering Misleading Creator Intent in Multimodal News with Vision-Language Models

Text-image misinformation:
Ø Introduces an intent-guided framework 

for simulating intent-aware multimodal 
news reporting. The intent is defined as a 
combination of desired influence and 
execution plan.

Ø Constructs DECEPTIONDECODED, a 
benchmark of 12,000 image–caption–
article triplets.

Ø But there is no extension to the video 
so far.



Future Direction: Capturing More Physical Cues

166
Simple Visual Artifact Detection in Sora-Generated Videos

Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.



Future Direction: Capturing More Physical Cues

167
Towards World Simulator: Crafting Physical Commonsense-Based Benchmark for Video Generation

Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.



Future Direction: Capturing More Physical Cues
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Towards World Simulator: Crafting Physical Commonsense-Based Benchmark for Video Generation

Physical rules violation can expose anomalies in details,
but modeling that requires precise knowledge of the real world.



Future Direction: Enhancing Explainability

169
VidGuard-R1: AI-Generated Video Detection and Explanation via Reasoning MLLMs and RL

Natural language plus visualization can help improve the explainability

A video authenticity detector based on multi-modal large language models (MLLMs), which 
generates a chain-of-thought reasoning process along with the final answer.



Future Direction: Enhancing Explainability

170
DAVID- R1: Detecting AI-Generated Videos with Explainable Reasoning

Natural language plus visualization can help improve the explainability

A video–language model designed to deliver an interpretable chain of visual reasoning—including 
defect categorization, temporal–spatial localization, and natural language explanations.



Future Direction: On-the-Fly Intervention

171From Judgment to Interference: Early Stopping LLM Harmful Outputs via Streaming Content Monitoring
Real-Time Detection of Hallucinated Entities in Long-Form Generation

On-the-fly intervention enables the moderation
 before misinformation is produced.

Ø In harmful content and hallucination moderation, on-the-fly intervention has been a 
popular research topic. Can it be applied to video misinformation generation?

For Text: Streaming Content Monitor
which can interrupt LLM harmful output ASAP

For Text: Real-Time Detection of Hallucinated Entities
which can identify wrong entities in long-form LLM outputs



172

Slides & Reading List

https://misinfo-video.github.io/



https://misinfo-video.github.io/

Thank You!
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The proposal team thanks Shengqiong Wu, Ziyao Huang,


